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Abstract 

This paper presents a novel method for identification of the Weiner and Hammerstein 

models and the model's parameters by the application of genetic algorithm optimization 

method and an iterative search through a lock up Table. The coefficient values of both linear 

and nonlinear parts are estimated by the GA while the type of nonlinearity and degree of 

delay of the linear part are determined by the iterative search through the lock up Table. The 

simulation results show the effectiveness and ability of the proposed algorithm for 

identification and realization of the Weiner and Hammerstein models that describe the real 

system. 
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  المستخلص

المس تخدمان ف ي تمثی ل     Hammersteinو نم اذج    Weinerطریقة جدیدة لإیجاد نم اذج   قمنا في ھذا البحث بعمل

یة وغیر الخطی ة وذل ك باس تخدام مب دأ الخوارزمی ات الجینی ة وطریق ة البح ث         الأنظمة الحقیقیة المحتویة على المكونات الخط

و نم  اذج   Weinerاس تخدمنا طریق ة البح ث التكراری ة لاختی  ار النم اذج الخطی ة وغی ر الخطی ة المكون  ة لنم اذج          . التكراری ة 

Hammerstein   یة لإیجاد الق یم الحقیقی ة لمع املات    بینما استخدمنا الخوارزمیات الجین. المستعملة في تمثیل النظام الحقیقي

)coefficient (بینت النتائج المستحصلة ق درة الطریق ة الجدی دة لاختی ار النم اذج وتمثی ل ال نظم الحقیقی ة         . النماذج المستخدمة

  .من ناحیة إیجاد الصیغة الریاضیة التي تمثل تصرف ھذه النظم وكذلك إیجاد المعاملات الخطیة المكونة لھذه الصیغ
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1. Introduction 

System identification is the process of finding a model that best produces the data 

obtained by a system to known inputs, i.e. construct mathematical models from measured 

input and output data [1]. System identification differs from modeling in that, with modeling 

the observed system is broken down into subsystems, which can be described mathematically. 

Identification builds a picture of the system using just the observed data, that is, the input-

output signals. 

Practical systems have inherently nonlinear characteristics such as saturation and dead 

zone which grown the importance of nonlinear modeling in control engineering. So the 

development of accurate non linear system identification is important aspect for analysis and 

prediction of the system characteristics or control design problem. 

Block oriented models are one of the major classes of nonlinear systems, which consist of 

linear models followed by, or proceeded by a static nonlinear model. This configuration is 

known as Hammerstein and Wiener models depends on the blocks order, this configuration 

provides a simple system architecture. More details can be found in [2-6].  

The Hammerstein and Wiener models are used to model several classes of nonlinear 

systems, their flexibility lies in having the nonlinearity part entirely separated from the linear 

part [7]. Figure 1 represent the block oriented structure:- 

  

 

 

Figure (1). Structure of block oriented representation. 

Where:- 

u (t) is the input signal to the system, y (t) is the output signal from the system and x (t) is the 

intermediate non measurable quantity. 

           G1           G2 
y (t) 

x (t) 
u (t) 
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G1 is the static nonlinearity part for Hammerstein model and is the dynamic linear part for 

Weiner model. 

G2 is the dynamic linear part for Hammerstein model and is the static nonlinearity part for 

Weiner model. 

The Hammerstein model can be described by the following equations:- 

y(t) =  (   ( −  )) +      ( −  )     
 
                                                                            (1)  

 ( ) =    ( )                                                                                                                                         (2)  

 

While Wiener model can be described by the following equations:- 

 ( ) =    ( )                                                                                                                                         (3)  

x(t) =  (   ( −  )) +      ( −  )                                                                                  (4) 
   

 

   
 

Where:- 

m is the number of poles of the linear part. 

n is the number of zeros of the linear part. 

       b  are linear part coefficients. 

Genetic algorithms (GAs) are a family of general stochastic search methods, which can 

be viewed as computational models of Darwinian evolution theory. They use the analogs of 

evolutionary operators on a population of states in a search space to find those states that 

optimize a fitness function. The search space consists of character strings of fixed or variable 

length (chromosomes or genotypes) composed of the elements of a given alphabet (alleles). 
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The genotype space is mapped onto another (phenotype) search space. The fitness 

function is defined as a function of a state in the phenotype space [8-10]. 

An implementation of a genetic algorithm begins with a population of typically random 

chromosomes. One then evaluates these structures and allocates reproductive opportunities in 

such a way that those chromosomes which represent a better solution to the target problem are 

given more chances to reproduce than those chromosomes which are poorer solutions. The 

solution goodness is typically defined with respect to the current population [11]  

There are many identification techniques that have been used to identify the linear and 

nonlinear parts of the Hammerstein model and the Weiner model each alone, examples of 

these identification techniques are Marconato et al [4] who used the Support Vector Machines 

to identify the nonlinear systems of Wiener-Hammerstein systems based on input/output 

measurements. Sou et al [12] used a convex semi definite programming SDP relaxation to 

obtain a sub-optimal solution to non-convex quadratic programming that formulates the 

Weiner-Hammerstein models. Marconato et al [13] presented an identification of the Weiner-

Hammerstein models by a learning from example approach SVM for regression on the basis 

of real life benchmark data and they used the genetic algorithm to select the best model that 

describe the input/output relationship. Wang et al [14] presented an identification of Wiener 

model by a recurrent neural network with the observer Kalman filter (OKID) algorithm for 

unknown dynamic nonlinear system identification. There are many papers used genetic 

algorithm principles for identification purposes, for example Lu et al [15] used a GP models 

to obtain the nonlinear function and parameters of Wiener model. Dotoli et al [16] described 

the GA to identify nonlinear SISO Hammerstein model, they assume a bounded but not a 

prior known order for linear part and the nonlinear part belongs to a known structure. Xie et al 

[17] used an iterative method of GA to get the Wiener model but they assume a priori 

knowledge of the objective system and the expected object linear system. 

Other uses of GA for identification of Hammerstein model can be found at Al-Duawaish et al 

[18], Hachino et al [19,20], while using of GA for identification of Weiner model can be 

found in Văzquez et al [21]. 

In this work, we used iterative search method combined with directed search by GA to 

find the Weiner and Hammerstein models parameters and identify number of delays for both 
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input and output also determine a good approximation for the nonlinearity type of the system 

under consideration. 

2. Proposed algorithm 

As shown in Figure (1) the Wiener-Hammerstein model consists of two sub-models. It's 

well known that the genetic algorithm can easily identify the sub-models, especially if the 

inputs and outputs of the corresponding sub-systems are known, many papers assumed that 

the middle stages are known [17] so the identification demands are simplified. In this work, 

the problem assumes there is no prior knowledge of the middle stages, only the input signals 

and output responses of the systems under consideration are known. 

The basic idea is to walk through a lockup Table that contains a list of number of delays 

for the input and output. It also contains some nonlinear relationships. After selection of a 

specific relationship, we run  the GA to search for the parameters values.  

  The complete algorithm can be described in the following steps which  consists of two 

parts that work simultaneously, walking through the lockup Table and running the genetic 

algorithm:- 

a- Part 1 : The lockup Table 

  The lockup Table contains two columns, the first one describes the behavior of the 

output by number of delays and type of nonlinearity, the second one describes the behavior 

of the input by number of delays and type of nonlinearity. Its well know that the linear 

subsystem is included within the output delays while the nonlinear subsystem is included 

within the input signal [2,22]. In our experiments we included some nonlinearity within the 

output signal which describes the unexpected behaviors of the original system like the 

disturbance and noise. 

  The selection process is as follows:- 

Step 1:-  Assume we select the first row; then the plant equation will be:- 

        ( ) =   ( − 1) + bu( − 1)                                                                            (5) 
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Step 2:- Start the Genetic Algorithm Phase ( part two) to find the coefficients  values of Step 

1, if the result is not satisfied then go to Step 3 

 Step 3:- Select the second row for the 1st column and 1st row for the 2nd    column, then the 
plant equation will be:- 

  ( ) = a  ( − 1) + a  ( − 2) +  u( − 1)                                                          (6) 

Step 4:- Start the Genetic Algorithm Phase ( part two) to find the coefficients  values of Step 
1, if the result is not satisfied then go to Step 5 

Step 5:- Select the second row for the 1st column and 2nd row for the 2nd column, the plant 

equation will be:- 

 ( ) = a  ( − 1) + a  ( − 2) + b u( − 1) + b u( − 2)                                (7)  

Step 6:- Repeat these selection criteria until the plant estimation will satisfy the requirements 

or the lockup Table is finished. 

Where         b  are linear part coefficients 

Figure (2) describes the complete programming flowchart of the proposed work. 

Table (1). Lock up Table . Number of delays and nonlinear order and type of 

both inputs and outputs. 

Item No. Number of delays of o/ps Number of delays of i/ps 
or nonlinearity type 

1 y   u   
2 y   u   
3 y   u   
4 y   u   

5 
11 + exp (y) u  

6 
11 + y u  

7  
11 + exp (u) 

8  
exp(−u) − exp (−u)exp(−u) + exp (−u) 

9  Sin(u) 
10  Cos(u) 
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b- Part 2 : Genetic algorithm 

 

a- Set the population size = Number of coefficients of the selected equation that 

describe the system. 

b- Create the initial population values, which are the coefficients of initial 

subsystem. Here we used the matlap function ' crtrp' that creates real-valued 

initial population. 

c- Evaluate the population fitness by using the mean square error  between the 

actual output y(n)  and the estimated output ŷ(n)   

                     

   E =    (y( ) − ŷ(n))²                                                                         (8) 

 

Where: - N number of samples 

d- If E is equal or less than the satisfying error then the description of the system 

is fixed.  

else 

i. Do the selection process to select the winning parents, which is the roulette 

wheel. 

ii. Do the crossover process to get the offspring , we used the single point 

crossover method. 

iii. Go to step c until number of iterations is reached or step d is true. 

          

       For an efficient programming, we use the matlap functions that deals with  genetic 

algorithms which are :- 

1- 'gaoptimset' that creates genetic algorithm options structure, and  

2- 'ga' that implements the genetic algorithm at the command line to minimize an 

objective function. 
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Figure (2). Proposed work flowchart. 
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3. Experimental results 

To show the validity of the proposed algorithm many system are considered with different 

types:- 

 

1- Plant 1:- Simple linear system 

  ( ) = a  ( − 1) + a  ( − 2) +  u( − 1)                                                        (9) 

The actual values of coefficients are:- 

a1=0.4; 

a2=0.35; and 

b=0.8 

 

       After running the proposed algorithm, we used 1500 generations with 100 population 

sizes for the GA we found the following system:- 

       ( ) = a  ( − 1) + a  ( − 2) +  u( − 1)                                                (10) 

a1= 0.4050; 

a2=0.3485; and 

b1=0.801 

      Which gave a good description for both the two sub systems as shown in Figures (3), 

(4), and (5). 
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Figure (4). Actual and estimated plant output response. 
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Figure (3).  Genetic algorithm fitness values. 
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Figure (5). Nonlinearity behavior of the estimated system. 

 

2- Plant 2:- which is 3rd order nonlinear system :- 

          y(t) =    (   )   (   ) ∗ (   ) +   ( )                                                                                    (11) 

 

              ( ) = ( (t − 1) )                                                                                         (12) 

 

The real values are a =1 and b=1; 

After running the proposed algorithm we found the following plant equation:- 

              y(t) =   (   )   (   ) ∗ (   ) + b  ( )                                                                                  (13) 
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And estimated values are:- 

a=1.0026 

b=0.9954 

Figures (6), (7), and (8) show the estimated and real plant equations behavior:- 
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Figure (7). Actual and estimated plant output response. 

 

Figure (8). Nonlinearity behavior of the estimated system. 
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3- Plant 3:-  

    ( ) = a  ( − 1) + a  ( − 2) + a  ( − 3) + b x( − 1) + b x( − 2)      (15)     

   x (t) =cos (3*u (t)) +exp (-u (t))                                                                   (16) 

The real values are  

a1=0.4; 

a2=0.35; 

a3=0.1; 

b1=0.8; 

b2=-0.2. 

The estimated ones are:- 

  ( ) = a  ( − 1) + a  ( − 2) + a  ( − 3) + b x( − 1) + b x( − 2)        (17) 

        x (t) =cos (2.8*u (t)) +exp (-u (t))                                                             (18) 

a1=0.387  

a2=0.361 

a3=0.08976 

b1=0.07856 

b2=-0.17878.  

The validity is shown in figures (9), (10), and (11). 
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       Figure (10). Actual and estimated plant output response. 
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Figure (9). Genetic algorithm fitness values. 
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Figure (11). Nonlinearity behavior of the estimated system. 

4- Conclusions  
This work proposed a new method for identification of both Hammerstein and Weiner 

models. From the given examples of different nonlinearities systems which describe the 

real life plants, the results show that the proposed work is immune to noise and can be 

applied to real- time plants identification. 

One can increase the reliability of this work by introducing more functions  that describe 

real systems as well as using state space approach. 
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