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Abstract 
K means algorithm is one of the powerful and popular unsupervised machine learning algorithms, typically used 

in wireless sensor networks WSNs to separate the network into subnetwork or smaller networks known as clus-

ters K. 

The purpose of clustering is to reduce the amount of energy consumed in the network which results into improve 

the lifetime of the network, Determining the optimal number of K is the most challenging in WSN research area. 

In the first part of this paper the two most powerful methods El-bow, and Silhouette approaches are used to form 

clustering and implemented on three different types of real-world applications depending on the size of network. 

Extensive simulations show that Elbow method is more appropriate in small and medium sized networks com-

pared to silhouette method which shows its robustness in large network due to a minimum amount of time is used 

to form subgroups. In the second part of this study low energy adaptive clustering hierarchy (LEACH) and Parti-

cle Swarm Optimization PSO based LEACH protocol is utilized on small sized network to validate the efficacy 

of the clustering used in the first part, The results show that PSO based LEACH protocol outperforms LEACH 

protocol in terms of energy consumption and number of packets sent when the nodes are communicating. PSO 

based LEACH protocol sends more packets and has fewer dead nodes, resulting in lower energy consumption. 

 

Keywords: WSN, Clustering, Optimal K-means, ELBOW method, SILHOUETTE method, PSO. 

 

1. Introduction 

 

Clustering is the process of arranging a set of pat-

terns into disjoint clusters. This is done so that patterns 

belonging to two different clusters are different. Cluster-

ing has been a widely studied problem in a variety of 

application domains including neural networks, AI, and 

statistics [1]. The performance of a clustering algorithm 

is significantly impacted by the selected value for K. 

Instead of using a single predefined K, a set of values 

are possibly adopted. It is crucial that a sizable number 

of values are considered to reflect the specific character-

istics of the data sets [2, 3]. In general, clustering meth-

ods may be divided into partition methods, hierarchical 

methods with several levels of grouping, density-based 

methods, and grid-based methods to handle spatial data. 

Partition methods use a mean or medoid to represent the 

cluster center with one level of grouping. The average 

mean partitioning technique for small and medium data 

is the most effective and efficient, based on features, 

ease of implementation, and computing efficiency [4].  

        Several research have been conducted on de-

termining the centroid value, including the principle of 

heightening each cluster variation using min-max k-

means [1]. Selecting the optimal number of clusters us-

ing the elbow approach and calculating the centroid 

using mean and median data. The study's results demon-

strate that choosing the initial centroid based on mean 

data reduces the number of iterations required by 22.58 

percent, while choosing the optimal number of clusters 

using the elbow technique reduces the number of itera-

tions by 25% [5]. Shi Na et al proposed an modified K 

means cluster algorithm. Data structure is used to store 

the distances between the nodes to avoid the unwanted 

repeated distance calculations which improves the 

efficiency of the network. Their results show that the 

accuracy of clustering [6]. Amine et al suggest a multi-

hop and dynamic k-medoids idea and elbow based algo-

rithms for energy saving, The method uses better com-

munications between the nodes. Extensive simulation 

proves that an improvement of 30% in terms of first 

node FN compared to normal K-means and  improving 

of 108% in terms of the lifetime of the applied WSN 

network [7]. For a wide range of applications, the prob-

lem of data aggregation among sensor nodes is crucial. 

This issue may be effectively solved by clustering the 

sensor nodes. The authors proposed KPSO Algorithm, 

as the initial proposal, which is a hybrid clustering algo-

rithm built on K-means clustering and particle swarm 

optimization which was able to significantly lengthen 

the lifetime of nodes [8]. Alaa and Basma investigated 

two hybrid K-means clustering methods. They are K-

Means/ Genetic Algorithm called (KGA) and K-Means / 

Particle Swarm Optimization called (KPSO). Every al-

gorithm has two stages: Phase 1 is to divide the network 

into a predetermined number of clusters. Phase 2 is to 

choose the optimum Cluster Head (CH) for each phase. 

Compared to the KGA algorithm, KPSO demonstrated 

superior outcomes in terms of transmission rate, longer 

network life consequently. The amount of data samples 

obtained from the region of interest should increase as 

the network lifetime increases[9]. El-Awady et al pro-

posed a combined Evolutionary Algorithm (EA) and K-

means clustering algorithm, in order to shorten the 

communication range in a sensor network. The recom-

mended approach is an effective way to solve the clus-
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tering problem quickly and simply according to experi-

mental data. This is accomplished by using the K-mean 

technique to divide the n population into k known clus-

ters, and the evolutionary algorithm to determine the 

minimum fitness of each cluster [3]. Reham and Mus-

tapha created a hierarchical clustering technique based 

on PSO for Wireless Sensor Networks (WSN), By es-

tablishing an upper bound on the number of CHs, the 

protocol improves WSN energy efficiency. It also im-

proves the network's scalability by adopting a two-tier 

cluster topology [10]. 

Elbow and Silhouette procedures, two of the most 

effective methods for clustering, are employed in the 

first section of this study and are applied to three dis-

tinct kinds of practical applications based on the net-

work size. Numerous simulations demonstrate that the 

Elbow technique is better suitable for small and medi-

um-sized networks than the silhouette method, which 

demonstrates its robustness in big networks by requiring 

less time to generate subgroups. To verify the effective-

ness of the clustering used in the first section, the 

LEACH and PSO-based LEACH protocol is applied on 

a small network in the second portion of the study. Ac-

cording to the findings, PSO-based LEACH protocol 

performs better than LEACH protocol in terms of ener-

gy. 

Qabouchi Ali et al. presented a novel approach to 

address the issue of energy efficiency in Wireless 

Sensor Networks (WSN). The authors propose a Particle 

Swarm Optimization (PSO)-based routing process that 

takes into account the distance of transmission and the 

residual energy of Cluster Heads (CHs) to optimize the 

overall routes to the Base Station (BS). The proposed 

approach optimizes the routing problem, which results 

in less traveled distance and reliability of links while 

avoiding CHs death during the process by relying on 

residual energies as a factor to select routes. The study 

demonstrates the effectiveness of the proposed 

technique by comparing it with existing techniques such 

as MHT-LEACH, DEEC, and LEACH. The results 

show that the proposed approach outperforms the 

existing techniques, achieving an improvement of 

19.92% compared to MHT-LEACH, 64.46% compared 

to DEEC, and more than 81% compared to LEACH. 

Moreover, the proposed technique stabilizes the 

network, reduces energy consumption, and improves the 

number of packets received [11]. 

Savita et al presented a study on energy-saving in sensor 

networks, which is a significant issue in various applica-

tions. They discuss how data aggregation and flooding 

can affect the efficiency of sensor nodes and propose 

clustering as a possible solution. However, to optimize 

this approach, there must be an optimal distribution of 

sensors and CHs to minimize energy consumption and 

improve the network's lifespan. The authors introduce a 

hybrid clustering technique that combines K-Means 

clustering and Particle Swarm Optimization (PSO) to 

enhance the performance of wireless sensor networks. 

They evaluate the proposed KPSO algorithm against 

traditional clustering techniques, including Mod-

LEACH and K-means clustering, to demonstrate its 

effectiveness [12]. 

2.  K-Means Clustering  

 

  For many real-world applications, the k-means 

approach has been emerged as an important tool in giv-

ing efficient clustering results [1]. The K-means algo-

rithm is a popular data-clustering algorithm, but one of 

its drawbacks is the requirement for the number of clus-

ters K, to be specified before the algorithm is applied 

[2]. The K-Means algorithm is widely used in industrial 

and scientific applications, but there are still weaknesses 

in the grouping algorithm. Weaknesses of the algorithm 

include determining the number of clusters based on 

assumptions and relying heavily on the initial selection 

of centroids to overcome this weakness [5].  The goal of 

K-means is to discover a grouping where each cluster 

has little variance within it, and to utilize the centroid of 

each cluster as a sample. 

Objective: Create k groups for a given k such that 

the total of the (squared) distances between the mean of 

the groups and their components is as little as possible 

as shown in Figure 1 and Figure 2 [4, 13]. 

 
      Fig.1Poor Clustering (large sum of distances)               Fig.2 Optimal Clustering (minimal sum of distances) [13] 

 

 

 

The.k-

means approach randomly introduces as many centroids 

as the specified number of k into the data the data 

points closest to a particular centroid 

will then be aggregated to form a cluster once distances 

between each data point and each centroid have been 

calculated after all the data has been merged with each 

cluster the centroids values will change depending on 

where each clusters data center is located the distance 

between each piece of data and the most re-

cent centroids will then be calculated these steps will be 

repeated until the centroid values difference is too small 

it doesn't change after being updated or until a certain 

number of iterations [14]. 
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3. Optimum K Selection 
 

Cluster cohesion and separation, the two key val-

ues required to determine the internal measure, are one 

approach to evaluate if a cluster was generated with the 

appropriate values in clustering validation. Sum square 

error (SSE) can be used to determine cluster cohesion 

and cluster separation. Cluster separation could be de-

termined using "between cluster sum squares, (BSS)" 

whereas cluster cohesion can be assessed using "within 

cluster sum of square" (WSS) [14]. 

 

 
 

Where, 𝒙 is a data point in cluster 𝐶𝑖, 𝒎𝑖 is the 

center for cluster 𝐶𝑖. 
Cluster Cohesion: Within cluster sum of squares 

(WSS=SSE): 

 
Cluster Separation: Between cluster sum of 

squares (BSS): 

 
Where 𝐶𝑖 is the size of cluster i and 𝒎 is the 

centroid of the data space. 

 

 3.1 Elbow Method 

 

 The elbow method could be used to examine the 

cohesiveness of a cluster of related data. The value of 

cohesiveness will ultimately reach a limit close to zero 

as the number of clusters is increased. The elbow meth-

od suggests that the graph has a large bend when K is at 

its best value [14]. The elbow technique determines the 

squared variation between several k values, the average 

distortion degree decreases and moves closer to the cen-

ter of gravity as the k value increases, hence the elbow 

approach the elbow method is appropriate for relatively 

small k values [15]. 

 

 

3.2 Silhouette Method 

 

Utilizing a silhouette coefficient (s) that blends co-

hesion and separation as given in Eq. (4), the silhouette 

method incorporates both. If the cohesiveness measure 

is greater than the separation, the silhouette coefficient 

is calculated by dividing the separation measure by the 

cohesion measure, subtracting the result by one, and 

then choosing the K with the greatest silhouette coeffi-

cient value [14]. 

 
                                      If cohesion < separation 

 
                                      If cohesion > separation  

 

4. Low Energy Adaptive Clustering Hierarchy 

(LEACH) 

LEACH is a routing protocol for adaptive clus-

tering. There are numerous rounds in the LEACH im-

plementation process. The setup phase and the steady 

data transmission phase for each round. The cluster head 

nodes are selected at random from all the sensor nodes 

during the setup phase, and many clusters are built dy-

namically. Each cluster's member nodes transmit data to 

its respective cluster heads during the steady-state data 

transmission phase. The cluster head then compresses 

the member nodes' data and transmits it to the sink node. 

According to a round time, the LEACH protocol elects 

the cluster head nodes and re-establishes the clusters on 

a regular basis, which ensures energy dissipation of each 

node in the network is relatively evenly [16] [17]. Each 

node chooses a random integer between 0 and 1 at the 

start of the setup phase, and then determines an edge 

condition [18]. If the picked subjective number is less 

than the threshold number T(n), the node becomes a 

fortunate CH for such round. Threshold number T(n) is 

shown in Eq. (6)[19]. 

 

where P is the CHs desired percentage, r is the current 

round, and G is the competing nodes that was not 

chosen as CHs in the last 1/P rounds. Node gets to be 

CH for the current round if the number is not as much 

as limit T(n). When node is chosen as a CH, then it 

cannot get to be CH again until every one of the nodes 

of the group has gotten to be CH once. This is valua-

ble for adjusting the energy utilization. Steady state is 

the second phase; non‐CHs get the CH requests and 

after that send join demand to the CH advising that 

they are individuals from the group under that CH. 

During the steady‐state phase, each sensor node ag-

gregates and transmits data to its CH in perspective of 

the TDMA schedule. LEACH protocol employs 

TDMA/CDMA MAC to thwart inter-cluster and intra-

cluster collision. Before sending the data to the BS, 

the CHs collect all the data. A certain amount of time 

later, the framework begins a new round by returning 

to the setup and reconfiguring the enduring state once 

more [20, 21]. 

5. Particle Swarm Optimization 

 

  Particle swarm optimization is one of the most 

effective approaches for swarm intelligence to tackle 

optimization problems. PSO's technique begins with a 

set of random particles and then iteratively updates 

generations to search for optima. Each particle is flown 

through the search space, with its location updated 

based on its distance from both its personal best position 

and the swarm's best particle[22]. Each particle's 
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performance, or how close it is to the global optimum, is 

evaluated using a fitness function that is dependent on 

the optimization issue. The PSO technique was used to 

identify near-optimal thresholds by minimizing the 

cross entropy between the each nodes [23]. The 

operating principles of the PSO algorithm are described 

in the equations below. 

 

 
Where  is the particle velocity and  is the position 

of a specific particle that is updated every 

iteration k. Each particle has a memory that stores its 

previous position lowest cost  and 

the best particle in the population  W 

representing inertia. c1 and c2 are assigned weights to 

the local and global best solutions, respectively. r1 and 

r2 are random values having a uniform distribution in 

the range [0,1] [23].  

 

6. Proposed Approach 

 

The Flowchart for the proposed algorithm is shown in 

Figure 3. At first two optimum and powerful methods 

are used to choose the optimum K in the selected envi-

ronment, then Leach and PSO algorithms have been 

applied differently to find their effectiveness. In the 

proposed approach, PSO aids in new cluster head selec-

tion, while normal nodes are assigned to cluster heads 

using the LEACH protocol without changing the cluster 

formation.    

 

Initially, the algorithm begins by identifying the optimal 

value of k through the execution and comparison of two 

established algorithms: Elbow and Silhouette. Subse-

quently, based on the algorithm that requires the least 

amount of time to complete, the preferred approach is 

selected. Following this, cluster head selection is carried 

out, with the process being conducted twice. The first 

iteration is conducted without utilizing Particle Swarm 

Optimization (PSO), while the second iteration involves 

the use of PSO with the initialization of both velocity 

and position and the evaluation of functions until the 

maximum iteration is reached. This process culminates 

in the generation of new cluster heads and a new data 

population

Start

Optimum K 
Selection

Cluster Formation based on 
Optimum K

Stop

Cluster Head Selection 

Is PSO used?

Running PSO 
Algorithm

NO

Data Aggregation 
& Communication

NO

YES

Run
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Fig.3 Flowchart of Proposed Approach 
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7. Results and Discussion 

 

The simulation is run for three types of wireless sensor 

network distributed across 100m-by-100m area for dif-

ferent types of applications. Table 1 shows WSN types 

used in this study. 

 

 

 

 

 

 

Table 1 WSN types is used in this study 

Types of WSN No. of Nodes Applications 

Small Sized Network 
50 Nodes 

eHealth Monitoring, Intelligent Home Ap-

pliances 

Medium Sized Network 500 Nodes Smart Building Monitoring, Agriculture 

Production System 

Enterprise Network 2500 Nodes Advanced Industry, Intelligent transporta-

tion system 

 

The nodes are initially distributed across a 100m-by-

100m area according to the networks in Table 1, as 

shown in Figures 4,5, and 6. 

 
Fig.4 Small Sized Network Distribution 

 
Fig.5 Medium Sized Network Distribution 

 

 

 

 
Fig.6 Enterprise Sized Network Distribution 

The simulation result of small sized network to find 

optimal K by applying both Elbow and Silhouette 

Methods are in Figure 7(a) and Figure 7(b). 
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Fig.7(a) Optimum K using Elbow Method 

 

 

 
Fig.7(b) Optimum K using Silhouette Method 

Based on both methods the clusters are formed as shown 

in Figure 8(a) and Figure 8(b) 

 
 

Fig.8(a) Clusters formation for small sized network 

based on Elbow 

 

 
Fig.8(b) Clusters formation for small sized network 

based on Silhouette 

 

Using the same procedure, optimal K and cluster for-

mation are discovered and simulated for medium- and 

enterprise-sized networks, as shown in Figure 8 and 

Figure 10. 
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Fig.9(a) Optimum K using Elbow Method Fig.9(c) Clusters formation based on Elbow 

 

 
 

Fig.9(b) Optimum K using Silhouette Method Fig.9(d) Clusters formation based on Silhouette 

 

Fig. 9 Optimal k and cluster formation of medium sized network 

 

 

 

 
 

Fig.10(a) Optimum K using Elbow Method Fig.10(c) Clusters formation based on Elbow & Sil-

houette 
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Fig.10(b) Optimum K using Silhouette Method  

Fig. 10 Optimal k and cluster formation of enterprise sized network  

 

 

As demonstrated in Table 2, the Elbow 

technique for optimal k selection performs better in 

small and medium-sized networks while the silhouette 

method performs better in large networks with more 

than 2000 nodes based on the average length of time to 

build a cluster per k.  

 

The average time to form K : it is the taken 

time for the algorithm to converge can depend on sever-

al factors, such as the complexity and distribution of the 

data, the number of data points, the initial placement of 

the centroids, and the chosen value of "k". In general, 

the algorithm can converge in a few iterations for small 

or well-clustered data sets, while for larger or more 

complex data sets, it may take more iterations.

 Table 2 Average time to form a cluster per K 

                    

 

 

 

 

 

 

 

 

To validate the effectiveness of the optimum 

methods and implementation of the cluster formation in 

real world scenarios, LEACH and PSO based LEACH 

protocols applied to small sized network using 

MATLAB environment, the simulation parameters are 

shown in Table 3.  

 

Table 3 Simulation Parameters 

 Optimum K Average time per K (Seconds) 

Network Size Elbow Silhouette Elbow Silhouette 

Small 7 3 0.023858333 0.025054193 

Medium 5 3 0.031215 

 

0.038924593 

Enterprise 4 4 0.081418318 0.067219344 

no Parameters Specifications 

1 Size of the network  100m * 100m  

2 No. of sensor  50 

3 Initial Energy  0.5 J 

4 Location of the BS center 

5 Packet data size 350 bytes 

6 No. of rounds 1500-2000 

7 Initial Energy  0.0001 J 

8 Data Aggregation Energy 5 nJ/bit/signal 
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The network lifetime parameters such as (First dead 

node FDN, Tenth dead Node TDN and All dead node 

AND), (total number of packets send to CH & sink 

node, life time of nodes) and (Total residual energy in 

the network and number of the dead nodes over the 

time) is determined as shown in Figure 11. 

 

Fig.11 LEACH and PSO based LEACH protocols applied to small sized network 

 

 

The simulation results in Figure 11 reveals that the PSO 

based LEACH protocol sent more packets either to sink 

node or CH compared to LEACH protocol. Also, there 

is a great number of dead nodes in LEACH protocol this 

9 Power Transmission 50 nJ/bit 

10 The Probability of CH 12% 

  
Fig.11(a) FND, TND and AND vs. no. of rounds Fig.11(d) Alive nodes in each round 

 

  
Fig.11(b) Total number of packets send to SINK node Fig.11(e) Total remaining energy in each round 

 

  

Fig.11(c) total number of packets send to CH Fig.11(f) Lifetime of the nodes in each round 
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is due to less energy consumption of PSO based 

LEACH protocol. The combination of PSO and LEACH 

can be used to optimize the clustering performance and 

the energy efficiency of the wireless sensor network. 

Specifically, PSO can be used to optimize the 

parameters of the LEACH protocol, such as the cluster 

size, the threshold distance for cluster formation, and the 

number of clusters. This combination of PSO and 

LEACH can provide a more efficient and effective way 

to optimize the performance of wireless sensor 

networks. 

Conclusion 

 

In this paper optimal K selection for cluster 

formation to improve WSN network coverage is stud-

ied. Three separate network types are taken into consid-

eration, each based on a set of real-world scenarios and 

applications. K means algorithm is widely used in image 

segmentation to divide the WSN network and form clus-

tering for maximizing the lifetime of the network. As 

results calculating optimal number of K is the major 

goals of this paper to extend network lifetime and re-

duce energy consumption. Due to this, two of the opti-

mal techniques are used in this study for their effective-

ness and robustness in selecting number of clusters, Py-

thon environment is used to find optimal K and cluster 

formation. Simulation results shows that Elbow method 

is more applicable in small and medium sized networks 

compared to silhouette method, while silhouette results 

show its effectiveness in large network due to less 

amount of time required to form clusters. In the study’s 

second part, LEACH and PSO based LEACH protocol 

is implemented on small sized network to validate the 

effectiveness of the cluster formation in real world sce-

nario, The results show that PSO based LEACH proto-

col consumes less energy and the nodes transmit more 

packets during each round compared to LEACH proto-

col which confirms the theoretical operation of PSO 

protocol as one of the optimizations algorithms can be 

used accurately and efficiently. PSO and LEACH can be 

used to optimize the clustering performance and energy 

efficiency of wireless sensor networks.
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